Lithospheric seismic structure beneath two broadband station sites of the eastern part of Chhotanagpur Plateau: New constraints from receiver functions and dispersion curves
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ABSTRACT

The Chhotanagpur Plateau in eastern India was formed due to the severe upheaval of tectonic forces deep inside the earth. The deep geological processes associated with its subsurface along with geodynamical rationales are never understood properly due to the dearth of good quality geophysical data. We use high quality teleseismic earthquakes' waveforms (5.5 ≤ M ≤ 8.0) recorded at two seismic stations ISM and BOKR located in Dhanbad and Bokaro, respectively. These data are used to jointly model discrete but complementary datasets such as Ps and Sp receiver functions and Rayleigh wave group velocity dispersion curves via Very Fast Simulated Annealing (VFSA). A two-step optimization procedure is carried out to find the best fitting models and associated uncertainties in terms of Posterior Probability Density (PPD) functions. Our results reveal that on an average the eastern part of Chhotanagpur plateau which is mostly composed of Granite Gneiss Complex with high heat flow is characterized by the thick crust. For ISM station up to ∼150 km depth, Vp and Vs vary between 6.1 km/s–8.4 km/s and 3.3 km/s–4.8 km/s, respectively. We observe that Vp and Vs ranges between ∼6.2 km/s to ∼8.3 km/s and ∼3.2 km/s to ∼4.6 km/s, respectively, for seismic station BOKR. We find that the crustal thickness beneath seismic stations ISM and BOKR is ∼43 and ∼44 km, respectively. The higher values of Poisson’s ratio (> 0.25) for station ISM and BOKR are 0.30 and 0.29, respectively which may indicate the presence of partial melt present in the lower crust.

1. Introduction

The Indian Shield is made up of tectonically complex framework during long history ranging from Archean to Cenozoic (Ratheesh Kumar et al., 2013). It is complex because it is formed from assemblages of the diverse set of tectonic features with varying age, lithology, composition, geothermal gradient etc. In general, the Indian Shield with a ∼ 3 billion years old tectonic history, is a collage of mainly five Archean age cratonic nuclei viz., Singhbhum, Aravali, Bundelkhand, Dharwar, and Bastar. It also consists of three plateaus namely Malwa Plateau, Deccan Plateau and Chhotanagpur Plateau (Naqvi and Rogers, 1987; Meert et al., 2010). Among all these cratons and plateaus, Chhotanagpur Plateau’s lithospheric seismic structure is least understood due to the deficiency of adequate data without any common consensus (Figs. 1a and 1b). Chhotanagpur Plateau is majorly characterized by Chhotanagpur Granite Gneiss Complex (CGGC), which is an integral part of the Stable Continental Peninsular Region (SCPR) of Indian shield (Ghose et al., 2008). The depth estimates of Moho discontinuity, a layer between crust and mantle which is mostly characterized by abrupt changes in seismic P-and S-wave velocities, along Chhotanagpur Plateau have been produced using few geophysical techniques such as surface wave dispersion, Bouger gravity anomaly, Ps receiver functions and magnetotelluric study (Qureshy, 1971; Bhattacharya, 1971; Kumar et al., 2001; Bhattacharya and Shalivahan, 2002; Sharma et al., 2014). However, the results of these researches are constrained either by the dearth of data coverage or moderate to low data quality.

To enhance the earthquake detection capability of the eastern part of the Chhotanagpur Plateau (EPCP) and to better understand the geodynamical rationales responsible for the thickening and dehydration of EPCP (Kumar et al., 2001; Bhattacharya and Shalivahan, 2002), two broadband seismic stations were set up during the years 1993 (upgraded to the standards of Global Seismic Networks (GSN) in 1997) and 1999 in the campus premises of Indian Institute of Technology (Indian School of Mines), Dhanbad (IIT(ISM)) and Bokaro Steel City.
respectively. A CMG-40T Digital Seismograph connected to a DM24 data acquisition system is functioning at IIT(ISM), which is having a sampling rate of 100 samples/s with amplification factor of 1.0. This seismograph has been placed over an aboriginal 13′ long concrete seismic pillar within the geodetic observatory at IIT(ISM). This observatory is located at latitude and longitude of 23.82°N and 86.44°E with elevation of 227 m from mean sea level (M.S.L.). The seismic station in Bokaro is equipped with STS-2 broadband sensor which is situated at 23.78°N and 85.88°E with M.S.L. of 210 m. One attempt has been made for finding the crustal seismic structure at Bokaro’s broadband seismic station (with station code BOKR) using Ps receiver functions computed from limited amount of earthquake data. But, it could not resolve the depth of crust-mantle boundary owing to complexity in seismological data (Kumar et al., 2001). From H-ĸ stacking of Ps receiver functions, the Moho depth was found to be at ~ 42.2 km and bulk Vp/Vs ratio of ~ 1.92 beneath the ISM’s broadband seismic station (Sharma et al., 2014). But this study failed to provide an estimate of depth variations of P-and S-wave velocities in the crust and upper mantle.

To address these intriguing issues, we investigate P-and S-wave velocity structure of EPCP by jointly modeling Ps and Sp receiver functions and Rayleigh wave group velocity dispersion curves computed from relatively large amount of earthquake data acquired at ISM and BOKR, using global nonlinear optimization technique such as Very Fast Simulated Annealing (VFSA). Ps receiver functions are more useful in constraining the sharp S-wave velocity contrast in the crust; while Sp receiver functions are more sensitive to the abrupt changes in S-wave velocities in the lithospheric mantle (due to its larger wavelength) (Ammon et al., 1990). The Rayleigh wave group velocity dispersion curves put larger constraints on the averages of absolute S-wave velocities (Tanimoto, 1991). So, the joint modeling will merge the information from these individual datasets into a single modeling scheme by complementing each other and will provide better and more reliable estimates of seismic P-and S-wave velocities (Ozalaybey et al., 1997; Agrawal et al., 2015a,b; Kumar and Agrawal, 2018). To begin the joint modeling process, an Initial crustal model is set up based on the Moho depth and bulk Vp/Vs ratios obtained from the H-ĸ stacking method (Zhu and Kanamori, 2000). Reliability of the final best fitting models is assessed by using Posterior Probability Density functions (PPDs). This statistical tool allows us to identify those portions of the final best fitting models that are well or less constrained (Gangopadhyay et al., 2007; Agrawal et al., 2015a,b; Kumar and Agrawal, 2018).

2. Tectonic setting

The Chhotanagpur Plateau, which has areal extent approximately...
up to 65,000 square kilometers (or 25,000 square miles), is located in East Indian states of Jharkhand, Odisha, West Bengal, Bihar, and Chhattisgarh. Although, a significant part of the Chhotanagpur Plateau lies in Jharkhand which is surrounded by Indo-Gangetic plain in the north and east, and the Mahanadi River basin in the south. It is a continental plateau formed from the continental upheaval of tectonic forces deep inside the earth during the Cretaceous. The adjacent areas of Chhotanagpur plateau host various regional faults, i.e., Singhbhum Shear Zone, Saharsa Ridge Fault, and East Patna Fault etc. The faults are orthogonally transecting the Himalayan Frontal Thrust (Fig. 1b) (Sharma et al., 2014). The plateau’s primeval origin can be demonstrated from Gondwana substrates, apart of Deccan Plate, which it took almost 50-million-years to set itself free from the southern continent which was fiercely disrupted by northern Eurasian continent (Mukhopadhyay et al., 2008).

The EPCP can majorly be classified into two main geographical regions, first lies in southern part covered by the Ranchi plateau, the Singhbhum region, and the Patland region and the second lies in the northern part that consists of Santhal Pargana uplands, Hazaribagh-Dumodar Valley and Palamau Uplands. The Ranchi plateau is the largest block of Chhotanagpur plateau with an average elevation of 700 m; which gradually slopes down towards south-east into the hilly and undulating region of Singhbhum craton (Singh, 1997). In the north, the Ranchi plateau is separated from Hazaribagh Plateau by Damodar trough, and, Patlands are situated to its west which has an average elevation of 1000 m above mean sea level (Mahadevan, 2002). Hazaribagh Plateau can be subdivided into two sections: lower plateau and higher plateau, which are commonly referred as Koderma Plateau and Hazaribagh Plateau, respectively. In the northeastern and southern faces, the Hazaribagh plateau is connected to Ranchi plateau through Tori Pargana. The eastern part of the Koderma plateau is sloping down gently and uniformly which is continuing past the Barakar River. The Barakar River traverses Giridih and Koderma districts in the easterly direction.

3. Methodology

The methodology that we follow for jointly model Ps, Sp receiver functions and Rayleigh wave group velocity dispersion curve has been shown in the flow diagram (Fig. 2). All the steps are described below:

Step 1: Ps and Sp receiver function’s and Rayleigh wave group velocity estimation

Receiver functions are spike-like wave trains in time domain consisting of converted body waves and are sensitive to subsurface structure near the receiver. Receiver functions can be classified into two types, namely, Ps receiver functions and Sp receiver functions. Ps receiver functions (also referred as ‘Radial Receiver Functions’) are estimated by deconvolving the vertical component from the radial component and hence represents a scaled version of the radial component with P-wave reverberations removed (Langston, 1979). In contrast to Ps receiver functions, the Sp receiver functions (also referred as ‘Vertical Receiver Functions’) are computed by deconvolving radial component seismograms from vertical component seismograms. The Sp receiver functions provide additional advantages as compared to Ps receiver functions because they are free from shallow layers’ multiples in the time window of Sp converted phases (Kumar et al., 2005). The Ps and Sp receiver function’s amplitude and arrival times of the converted waves are sensitive to P-and S-wave velocities (for fixed layer thicknesses) and density in the crust and lithospheric mantle (Owens et al., 1984).

For receiver function’s generation, the earthquake waveforms are recorded for years 2007–2017 and 2008–2015 for seismic stations ISM...
and BOKR, respectively. An earthquakes’ distribution w.r.t. their epicenter locations along with histogram showing the number of earthquakes’ epicenters and Rayleigh wave group velocity dispersion are shown in Fig. 3a and b, respectively. We manually pick P- and S-wave arrivals on each seismogram. All waveforms are visually inspected for quality control. Finally, 693 and 619 teleseismic earthquake events (5.5 ≤ M ≤ 8.0) are selected for receiver functions’ calculations. Then, events with epicentral distance range of 30°–95° and 60°–95° are utilized for the generation of Ps and Sp receiver functions. For Ps and Sp receiver function’s computation, seismograms are rotated to radial and transverse components using event’s backazimuth. Particularly for Ps receiver functions, we extract 35s of recording by cutting the seismogram 5s before and 30s after the P-wave arrival. For Sp receiver functions, earthquake waveforms are windowed 30s before and 5s after the S-wave arrival. Next, all the preprocessed seismograms are detrended, tapered, and decimated to a uniform sample rate of 20 samples per second. The Ps and Sp receiver functions are estimated using an iterative time domain deconvolution technique with 200 iterations (Ligorria and Ammon, 1999). This deconvolution technique controls the frequency content of receiver functions by Gaussian width parameter ‘a’. For finding gross subsurface geological features, two Gaussian width parameter, a = 2.0 (< 0.75 Hz) and a = 2.5 (< 1.25 Hz), are considered for calculating Sp and Ps receiver functions, respectively. Only those receiver functions are considered for further analysis for which deconvolution produces more than 90% of signal energy. Finally, we obtain a total of 191 Ps receiver functions for seismic station ISM with backazimuths and ray parameters ranging from 22° to 349° and 0.0415 to 0.080, respectively (Fig. 4a and b). A total of 17 Sp receiver functions are computed for ISM with backazimuth range 36°–119° and ray parameter range 0.084–0.119, respectively (Fig. 4c and d). For BOKR, we use a total of 164 Ps receiver functions with backazimuths and ray parameters lying between 3°–350° and 0.044–0.080, respectively (Fig. 5a and b). While, 18 Sp receiver functions are calculated with backazimuth range 36°–119° and ray parameter range 0.084–0.124 (Fig. 5c and d).

The individual envelop of each seismic surface wave travels at a different speed such that individual harmonic component appears distinctly. Although, dispersion curves can be classified into group and phase velocity, we use utilizing only group velocity dispersion curves because these are relatively easier to measure (information of source phase not need) and can be estimated for shorter periods in order to delineate shallower crustal acoustic properties. A dispersion curve is a graphical representation of group velocities versus period. The dispersion curves provide constraints to the absolute shear wave velocities but less sensitive to impedance contrasts at discontinuities (Julia et al., 2000).

In the presented research, we use Multiple Filter Analysis technique on both of the seismic stations (i.e. ISM and BOKR) which applies a narrow band-pass Gaussian filter to the individual vertical component over a diverse set of periods (Dziewonski et al., 1969; Herrmann, 1973). The maximum amplitude and its arrival time are picked at each period on the envelop function and corresponding group velocities are estimated using great circle arc distance.

Step 2: H-κ stacking of Ps receiver functions

Using an incorrect starting seismic velocity model during joint modeling may produce an unreliable image of the subsurface, especially in the presence of heterogeneous lateral velocity variations. Hence, having the reliable knowledge of P- and S-wave velocities in the starting model may significantly benefit the iterative process of joint modeling via Very Fast Simulated Annealing (VFSA). So, we decide to use the H-κ stacking technique of Zhu and Kanamori (2000), for deducing the reliable values of average crustal thickness and bulk Vp/Vs ratios. These values of crustal thickness and Vp/Vs ratio are later utilized to constrain crustal elastic properties such as Vp and Vs in our starting model for joint analysis.

The most significant arrivals on Ps receiver functions are converted Ps arrivals from Moho or mid-crustal discontinuities (e.g. Conrad discontinuity) and its reverberations such as PpPs and PsPs + PpSs, respectively. The relative time arrivals of these converted phases w.r.t. to direct P-wave arrival are functions of discontinuity depth and average P- and S-wave velocities. We gather these Ps receiver functions of ISM and BOKR seismic stations for a range of ray parameters (Figs. 4b and 5b) to illuminate subsurface lateral velocity variations. In H-κ stacking...
method, Ps receiver function’s converted phases are stacked along their move out curves to estimate crustal thickness (H) and bulk Vp/Vs ratios (κ). This is grid search method where the arrival times of converted wave Ps and its reverberations PpPs and PsPs+PpSs are estimated based on predefined ranges of crustal thicknesses (H) and bulk Vp/Vs ratios (κ), for a given Vp. At each grid point (H, κ), the weighted sum of these phase’s amplitudes (i.e. \( w_1(P_s) = 0.6, w_2(P_{pPs}) = 0.3, \) and \( w_3(P_{pSs} + P_{sPs}) = 0.1 \) (where, \( \Sigma w_i = 1 \)) are maximized (i.e. \( \text{max}(S(H, \kappa)) \)). The selection of weights is defined by the level of confidence through which these phases can be picked manually. The maximum value of \( S(H, \kappa) \) corresponds to the best values of average crustal thickness (H) and bulk Vp/Vs ratio (κ), where all three phases (i.e. Ps, PpPs and PsPs+PpSs) are stacked coherently. For H-κ stacking, we fix the Vp at 6.3 km/s similar to Zhu and Kanamori (2000); while H and κ are varied from 20 km to 60 km and 1.5 to 2.0, respectively, for both seismic stations i.e. ISM and BOKR. The best values of Moho depth and bulk Vp/Vs ratio are mapped at ∼43 km and ∼1.89 (Fig. 6a) for seismic station ISM. While at seismic station BOKR, we find the Moho at ∼44 km depth and bulk Vp/Vs ratio of ∼1.85 (Fig. 6b). With the help of these bulk Vp/Vs ratios, we can also calculate the Poisson’s ratios for seismic stations ISM and BOKR using the following relation given below

\[
\sigma = \left[ \frac{1 - 2\left( \frac{\nu}{\kappa} \right)}{2\left(1 - \left( \frac{\nu}{\kappa} \right) \right)} \right] \tag{1}
\]

where \( \sigma \), Vp and Vs represent Poisson’s ratio, shear wave and compressional wave velocities. The Poisson’s ratios of ∼0.30 and ∼0.29 are obtained from Eq. (1) for seismic station ISM and BOKR, respectively.

Step 3: Joint modeling of mutually complementary datasets

Ps receiver functions have been jointly modeled with Rayleigh or Love wave’s phase or group velocities and it has been established by several previous workers that jointly using these distinct and mutually complementary datasets have the ability to find more unique, reliable and realistic estimates of P- and S-wave velocities of subsurface structure (Pulliam et al., 2002; Julia et al., 2000, 2005; Mitra et al., 2018). We performed modeling using a joint, non-linear scheme which accounts for the relative influence of each of the datasets during the iterative process of this technique (Agrawal et al., 2015a,b). The joint objective function is defined as follows:

\[
\text{JointObjFun} = W_{Ps}(C^P_{data}, C^P_{syn}) + W_{Sp}(C^S_{data}, C^S_{syn}) + W_{Rw}(C^R_{data}, C^R_{syn}) \tag{2}
\]

where \( Ps, Sp, \) and \( Rw \) represent Ps and Sp receiver functions and Rayleigh wave group velocity dispersion for real \( C_{data} \) and synthetic data \( C_{syn} \), respectively. \( W_{Ps}, W_{Sp}, \) and \( W_{Rw} \) are the relative weights that each dataset will put to influence the joint modeling process. We give equal weights to each of the datasets and used cross-correlation L2-
norm of error function which varies between $-1$ and $1$. The individual error function for each dataset looks like below:

$$f(C_{\text{data}}, C_{\text{syn}}) = 1 - \frac{2 \sum |C_{\text{data}}^i - C_{\text{syn}}^i|^\alpha}{\sum |C_{\text{data}}^i - C_{\text{syn}}^i|^\alpha + \sum |C_{\text{data}}^i + C_{\text{syn}}^i|^\alpha}$$

(3)

where parameter $\alpha$ represents the norm.

The joint objective function in Eq. (2) is minimized using a global, non-linear and stochastic optimization technique called as “Very Fast Simulated Annealing (VFSA)”, which is a Monte Carlo non-linear optimization method (Sen and Stoffa, 1995; Gangopadhyay et al., 2007; Agrawal et al., 2015a,b). This optimization process is a variant of Simulated Annealing (SA) which was first developed and coded by Kirkpatrick et al. (1983). It is analogous to the physical concept of “Crystal Annealing” (Metropolis et al., 1953; Ingber, 1989). In this concept, a metal in the heat bath is heated to a very high temperature and then allowed to cool down slowly until it reaches and arranged itself in a regular and uniform crystal pattern. During this slow cooling process at each temperature, the metal is provided enough time such that it reaches to an equilibrium stage. Then, the temperature is continued to be lowered with an equilibrium stage to be attained at each temperature such that regular crystal pattern associated with ‘minimum energy’ can be obtained at final temperature. VFSA begins with Metropolis Monte Carlo simulation accepting each model with some probability (as shown on Eq. (4)), even though the updated error is higher than the previous one, at very high temperature. This probability-dependent acceptance allows this process of optimization to escape a local minimum and continue its broad search of the model space. In SA, the updated models are chosen from Ingber distribution while VFSA prefers its models to be drawn from a Cauchy-like distribution (Sen and Stoffa, 1995). In contrast to Ingber distribution, the Cauchy-like distribution function selects updated models in proximity to the current model at low temperatures and makes it faster than SA. To explain the VFSA technique, a simplified flow-diagram is shown in Fig. 7. The VFSA process begins with an initial model $m_0$ with an associated error or energy, $E(m_0)$. From a temperature (T) dependent Cauchy-like distribution, $\xi(T)$, it draws a new model or updates the current model $(m_{k+1})$. The error or energy associated with the current model $E(m_{k+1})$ is compared with the error or energy associated initial model $E(m_0)$ to compute the change in error function (BE). If the change
in error or energy ($\delta E$) is $\leq 0$, the new model or updated model is accepted, and replaces the initial model. And if the condition ($\delta E$) $\leq 0$, is not satisfied, then the new model or updated model ($m_{k+1}$) is accepted with a probability of $e^{\frac{-E}{T}}$. At each iteration of VFSA, the model is accepted with some probability which is defined by the following criterion:

$$P = \begin{cases} 1, & \delta E < 0 \\ e^{\frac{E}{T}}, & \delta E > 0 \end{cases}$$

where “$T$” and “$\delta E$” represent the temperature and change in energy of the metal at each iteration which is also analogous to the cost (or misfit) function in seismological inverse problems. An update to the current model is generated from the model search space randomly in the following way:

$$m_{k+1}^i = m_k^i + \xi(m_{\text{max}}^i - m_{\text{min}}^i)$$

In the above equation, $m_{k+1}^i$ represents model parameter in “$i$”th dimension at ($k+1$)th iteration with $m_{k+1}^i$ belongs to model space $m_{k+1}^i \in [m_{\text{min}}^i, m_{\text{max}}^i]$. Also, $\xi$ is drawn from the Cauchy’s like uniform distribution given below:

$$\xi = \text{sgn}(u^i - \frac{1}{2})T \left[ (1 + \frac{1}{T^2})^{(2u^i-1)} - 1 \right]$$

A slow temperature annealing schedule inversely proportional to iteration number is used by VFSA which is written as follows:

$$T(k) = \frac{T_0}{k}$$

where $T_0$ and $k$ are initial temperature and iteration number of this joint modeling process via VFSA. This whole procedure is repeated a number of times until the joint objective function converges (Sen and Stoffa, 1995).

For our joint analysis, we prepare the initial 1D Vp and Vs models up to 150 km depth consisting of 18 layers. The Vs model of ISM and
BOKR up to Moho depths from previous studies are utilized for the construction of initial models (Mandal and Biswas, 2016; Kosarev et al., 2013). The initial Vp models are prepared by multiplying Vp/Vs ratio (from H-ĸ stacking) and initial Vs models. The mantle half space Vp and Vs velocities of ak135 are used to form the mantle parts of initial models.

We divided our optimization process into two parts. First, we find the best-fitting model using 3000 iterations. Secondly, we computed uncertainties associated with best-fitting model. We observed, after a set of trials, that the misfit error changes not so much after 2500 iterations, so we set the maximum number of iterations to 3000 to provide a reasonable margin of error (Fig. 8). Our modeling scheme searches for each model parameter (Poisson’s Ratio and Vs) within ± 10 percent of starting model. We also performed the trial runs with the model parameters varied within ± 10, ± 15, ± 20 and ± 30 percent of initial values. Our results produced almost similar final models that were within one standard error. Additionally, a significant variation in model parameters is not realistic given the tectonic and geologic setting of the regions. Therefore, to maintain reasonable computational time and to allow variations that are more realistic, we vary the model parameters ± 10 percent around the starting velocity model. The uncertainties (i.e., PPDs) are also estimated within −10% to +10% around best-fitting model. For our joint analysis during VFSA run, we set the initial temperature at 10^4 units and allowed it to cool down to 10^{−15} units.

The estimation of uncertainties is an integral and inherent part of this joint analysis method. Hence, for this purpose, we are using Posterior Probability Density functions (PPDs) (Agrawal et al., 2015a). The PPD function is used to distinguish the portions of model parameter search space where acceptable models are more or less probable to

Fig. 6. Results of H-ĸ stacking for seismic stations ISM and BOKR are shown in Fig. 6a and 6b. The “black color cross” indicates the location of maxima of stacked amplitude where best values of Moho depth (H) and bulk Vp/Vs ratios (ĸ) are found. The maxima of stacked amplitude of converted phases (i.e., Ps, PpPs and PpSs + PpSs) for seismic station ISM corresponds to Moho depth and bulk Vp/Vs ratio of ∼ 43 km and ∼ 1.89, respectively (Fig. 6a). While for station BOKR, the Moho depth and bulk Vp/Vs ratio are estimated at ∼ 44 km and ∼ 1.85, respectively (Fig. 6b).

Fig. 7. Basic flow diagram of Very Fast Simulated Annealing (VFSA), global optimization process modified from Gangopadhyay et al. (2007) and Sen and Stoffa (1995). Here, m_i^k represents the initial model with associated energy or error E(m_i^k), while m_{i+1}^k represents the updated model and E(m_{i+1}^k) is the associated error function. T is temperature and ξ(T) represents the temperature dependent Cauchy-like distribution.

Fig. 8. Plot between number of iterations and misfit error for finding the best fitting model from Very Fast Simulated Annealing (VFSA).
A broad or multi-valued misfit function generally suggests that other acceptable solutions of models are either near or far from our best-fitting model (Sen and Stoffa, 1996). The details of this joint modeling technique along with its uncertainty estimation are given in Agrawal et al. (2015a). The PPD function is defined as follows:

\[ p(m|m_{\text{obs}}) \propto e^{-E(m)} p(m) \]

(8)

where, \( p(m|m_{\text{obs}}) \) represents the PPD function while \( e^{-E(m)} \) represents likelihood function. \( p(m) \) represents the prior probability of model parameter \( m \), which is independent of data. It describes the information on the model parameter without knowledge of data. It is also called the prior probability distribution function. The prior information can be obtained from observations other than real data (i.e. Ps and Sp receiver functions and dispersion curves) such as outcrops data, the geology of the area etc. The prior probability density function \( p(m) \) can be defined as follows.

\[ p(m) \propto \exp \left[ -\frac{1}{2} (m - m^p)^T c_m^{-1} (m - m^p) \right] \]

(9)

where \( m \) is model parameter, \( m^p \) is prior model parameter and \( c_m \) is prior model covariance matrix. The prior model covariance matrix can defined as

\[ c_m = \int dm (m - \langle m \rangle)(m - \langle m \rangle)^T \sigma(m|m_{\text{obs}}) \]

(10)

where, \( \langle m \rangle \) represents the posterior mean model and it can be define as

\[ \langle m \rangle = \int dm m \sigma(m|m_{\text{obs}}) \]

(11)

where \( \sigma(m|m_{\text{obs}}) \) represents the PPD function.

This prior information is coupled with likelihood function (or error function) to form the final PPD using model parameter search space (Eq. (8)). The uncertainties estimation (i.e. PPDs) for best fitting models (Vp and Vs) with a search space of \(-10\%\) to \(+10\%\) is done by running VFSA multiple times (20 in this study) for both seismic stations (Figs. 12 and 14). The colored region represents the layer-wise search area. The red and yellow colors indicate a higher probability that the accurate velocity will be found at that value. In an ideal case, each layer would have distinct, single-valued and highly peaked distribution. Such a case would infer that the data imposes strong constraints on the model parameters (Figs. 12 and 14).

4. Results and discussion

The lithospheric shear (Vs) and compressional (Vp) wave velocity models are inferred in order to justify our comments on the lithospheric geological processes beneath EPCP by utilizing the large amount of teleseismic earthquake data collected from seismic stations ISM and BOKR (Fig. 3a and b). The 1D seismic Vp and Vs velocity profiles are estimated by jointly imposing the complementary constraints of Ps and Sp receiver functions and Rayleigh wave group velocity dispersion curves; where a three part objective function (Eq. (2)) is optimized via Very Fast Simulated Annealing (VFSA). The steps followed during this joint modeling process are schematically summarized in Fig. 2.

Fig. 9. This figure shows the fits obtained from joint modeling of three datasets for seismic station ISM. (a) Observed (Red) and computed (Green) Ps receiver function (b) Observed (Red) and computed (Green) Sp receiver function and (c) Observed (Red) and computed (Blue) Rayleigh wave group velocity dispersion curve. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
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where, \( p(m|m_{\text{obs}}) \) represents the PPD function while \( e^{-E(m)} \) represents likelihood function. \( p(m) \) represents the prior probability of model parameter \( m \), which is independent of data. It describes the information on the model parameter without knowledge of data. It is also called the prior probability distribution function. The prior information can be obtained from observations other than real data (i.e. Ps and Sp receiver functions and dispersion curves) such as outcrops data, the geology of the area etc. The prior probability density function \( p(m) \) can be defined as follows.
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The lithospheric shear (Vs) and compressional (Vp) wave velocity models are inferred in order to justify our comments on the lithospheric geological processes beneath EPCP by utilizing the large amount of teleseismic earthquake data collected from seismic stations ISM and BOKR (Fig. 3a and b). The 1D seismic Vp and Vs velocity profiles are estimated by jointly imposing the complementary constraints of Ps and Sp receiver functions and Rayleigh wave group velocity dispersion curves; where a three part objective function (Eq. (2)) is optimized via Very Fast Simulated Annealing (VFSA). The steps followed during this joint modeling process are schematically summarized in Fig. 2.

Fig. 4a and b represents the Ps receiver functions’ gather plotted with respect to backazimuths and ray parameters for seismic station ISM. While, the Sp receiver functions’ gather with respect to backazimuths and ray parameters for seismic station ISM are shown in Fig. 4c and d, respectively. The Ps receiver functions’ gather with respect to backazimuths and ray parameter is shown in Fig. 5a and b, respectively, for seismic station BOKR. Also, the gather of Sp receiver functions has been shown in Fig. 5c and d, respectively, for seismic
The maxima of stacked amplitude of converted phases (i.e. Ps, PpPs and PsPs + PpSs) for seismic station ISM correspond to Moho depth and bulk Vp/Vs ratio of ∼43 km and ∼1.89, respectively (Fig. 6a). While for station BOKR, the Moho depth (H) and bulk Vp/Vs (κ) ratio are estimated at ∼44 km and ∼1.85, respectively (Fig. 6b). Our Moho depth estimates for station ISM and BOKR are in good agreement with earlier studies (Bhattacharya and Shalivahan, 2002; Kayal et al., 2011; Kosarev et al., 2013; Sharma et al., 2014; Mandal and Biswas, 2016). Bhattacharya and Shalivahan (2002) speculated a greater crustal thickness for the study area.

**Fig. 10.** This figure shows the fits obtained from joint modeling of three datasets for seismic station BOKR. (a) Observed (Red) and computed (Green) Ps receiver function (b) Observed (Red) and computed (Green) Sp receiver function and (c) Observed (Red) and computed (Blue) Rayleigh wave group velocity dispersion curve. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

**Fig. 11.** Represent Vp and Vs models of crustal and uppermost mantle structure for seismic stations ISM using three datasets namely Ps, Sp receiver functions and Rayleigh wave group velocity dispersion curve. The starting models is shown in solid blue color where the crustal shear wave velocities are obtained from the previous study of Nirsai area (Mandal and Biswas, 2016). The upper mantle Vs velocities in the starting model are same as ak135. The solid red line represents the best-fitting model found from joint inversion with search space of ±10% (dashed green lines) around the initial model. The solid black line represents the mean model obtained from 20 VFSA runs for the estimation of PPDs. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
Fig. 12. Represent comparison between Posterior Probability Density (PPDs) plot of two and three datasets for seismic station ISM. PPDs are plotted around best-fitting models with search space of ±10%. (a) Plot of Vp PPD using two datasets (Ps and Sp receiver functions) (b) Plot of Vp PPD using three datasets (Ps, Sp receiver functions and Rayleigh wave group velocity dispersion curve) (c) Plot of Vs PPD using two datasets (d) Plot of Vs PPD using three datasets.

Fig. 13. It represents Vp and Vs models of crustal and uppermost mantle structure for seismic stations BOKR, using three datasets namely Ps, Sp receiver functions and Rayleigh wave group velocity dispersion curve. The starting model is shown in solid blue color where the crustal shear wave velocities are obtained from the previous study (Kosarev et al., 2013) for seismic station BOKR. The upper mantle Vs velocities are same as ak135. The solid red line represents the best-fitting model obtained from VFSA with search space of ±10% (dashed green lines) around the starting model. The solid black line represents the mean of all the acceptable models. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
of about \( \sim 8500 \) ohm-m. Thereafter, Kayal et al. (2011) performed linearized inversion of Ps receiver functions using 17 telseismic events to develop the subsurface 1D shear wave velocity model beneath seismic station ISM. They reported that the crust-mantle boundary (i.e. Moho) may lie at a depth of \( \sim 41 \) km for the same seismic station. Sharma et al. (2014) found that the Moho depth and bulk Vp/Vs ratio for the same station lies at \( \sim 42.2 \) km and \( \sim 1.92 \), respectively. Their estimates are in close resemblance to our Moho depth and bulk Vp/Vs ratio obtained from H-x stacking performed for seismic station ISM. Also, the technique of differential evolution waveform inversion of receiver functions was applied in the region of Nirma, which is in close proximity (nearly 40 km) of seismic station ISM. They deduced that the Moho is located at a depth of \( \sim 41.4 \) km (Mandal and Biswas, 2016) which is also comparable to our results from H-x stacking (Fig. 6a). Prior to this, sequential modeling of Ps and Sp receiver functions was carried out by Kosarev et al. (2013) using linearized optimization process. They estimate the Moho depth of \( \sim 45 \) km beneath Bokaro (Fig. 6b). During our H-x stacking process, the converted phases Ps, PpPs and PspSPs for seismic stations ISM and BOKR are observed to be arriving at \( \sim 6.36 \) s, 18.81 s, 25.18 s and 6.25 s, 18.89 s, 25.18 s respectively (Figs. 4(a, b) and 5(a-b)).

Figs. 9 and 10 show the fits obtained from joint modeling of three datasets namely, Ps receiver functions, Sp receiver functions and Rayleigh wave group velocity dispersion curves for seismic station ISM and BOKR, respectively. The observed and computed Ps and Sp receiver functions are represented in red and green colors, respectively. While, the observed and computed Rayleigh wave group velocity dispersion curves are shown in red and blue colors. For seismic station ISM and BOKR, the 1D compressional (Vp) and shear (Vs) waves velocity profiles obtained from joint analysis of Ps, Sp receiver functions and Rayleigh wave group velocity dispersion curves via nonlinear optimization process of VFSA are shown in Figs. 11 and 13. The dashed green lines represent the model search space with \( \pm 10\% \) to \( \pm 10\% \) around the initial model for finding the best-fitting model. The black lines show the mean of all the acceptable Vp and Vs models which fit Ps, Sp receiver functions and Rayleigh wave group velocity dispersion curves quite reasonably (i.e. more than 89\%). The best-fitting models (Vp and Vs) are represented in solid red for seismic stations ISM and BOKR (Figs. 11 and 13). In best fitting model for station ISM, the Vs varies between 3.3 km/s to 4.8 km/s, and Vp varies between 6.1 km/s and 8.4 km/s from surface to the depth of \( \sim 150 \) km. At \( \sim 43 \) km depth, the value of Vp and Vs increase significantly and abruptly from \( \sim 7.3 \) km/s to \( \sim 7.8 \) km/s and \( \sim 4.0 \) km to \( \sim 4.4 \) km/s (Fig. 13). These depths of crustal-mante boundary in EPCP are comparatively higher than the central part of the country which may be due to the downwarping of the mantle (Sureeth et al., 2014). Previous studies have also confirmed these relatively high shear and compressional wave velocities under the Proterozoic and Archean formation of the Indian Shield (Kumar et al., 2001).

The higher value of Poisson’s ratio (\( > 0.25 \)) is interpreted as intermediate to mafic composition, the composition of crust particularly in Precambrian cratons are mainly felsic-to-intermediate and mafic for the lower crust (Zandt and Ammon, 1995). Our calculated Poisson’s ratio for station ISM and BOKR are 0.30 and 0.29, respectively (From Eq. (1)). These higher values of more than global average Poisson’s ratios are in good agreement with Zandt and Ammon (1995), and indicate towards the presence of mafic rocks with partial melts in the lower crust. Rao and Rao (1983) deduced that the average heat flow for the Damodar valley in the range of 69–79 mW/m². They also conducted temperature measurements through borehole study in Bokaro and established that the heat flow of \( \sim 73 \) mW/m² is present in the region (Rao and Rao, 1983). This heat flow value for Bokaro is above than average continental heat flow value (i.e. \( \sim 65 \) mW/m²) which may further confirms that there is a possibility of mafic rocks with partial melts in the lower crust of EPCP. Previous studies have indicated that various mafic dike swarms are present on the surface of EPCP which suggest the crust in this area was under plated by mafic cumulates (Murthy, 1987).

To verify the reliability of velocity profiles, estimation of uncertainties must be an inherent and integral part of any modeling technique. We calculate these uncertainties using Posterior Probability Density (PPD) functions. These PPDs guide us toward the types and characteristics of additional data that should be sought in order to improve model constraints and, therefore, model reliability. Additionally, this tool help us in quantitatively determining the sections of the best fitting model which are well or less constrained. We estimate Vp PPDs and Vs PPDs within \( \pm 10\% \) search space of their corresponding best fitting models (Figs. 11 and 13). To have the confidence in the Vp and Vs models described earlier, a confirmatory test is also conducted for seismic station ISM. This test basically explains how modeling three datasets (i.e. Ps and Sp receiver functions and Rayleigh wave group velocity dispersion curve) may provide comparatively well constrained, more unique velocity profiles than modeling only two datasets (i.e. Ps and Sp receiver functions). During this test, an additional modeling using only two, i.e. Ps and Sp receiver functions, is also performed to compare its outcomes with the modeling results of three datasets together. The best-fitting models of Vp and Vs profiles for seismic station ISM are computed using two and all datasets simultaneously. Then, PPDs are generated with model search space of \( \pm 10\% \) around these best fitting Vp and Vs models ((Fig. 12(a–d)). It is to be noted that the broad and highly peaked PPD values (i.e. Red and yellow colors) may represent a high level of uncertainty with more number of
acceptable models in comparison to where a narrow and highly peaked PPD will be observed. The narrower peaks represent more unique and highly constrained best-fitting model. It is observed that the best-fitting model obtained using three datasets is more unique and generally well constrained than the model computed from two datasets. For example, the Vp PPD plot of two datasets shows mostly broad and multiple peaks at the depth of ~40 km and ~60 km from the surface, which indicates towards more uncertainties and less reliable best-fitting model for these layers; while Vp PPD plot of three datasets shows mostly narrower single red peak without multiples for the same layers, which represents relatively less uncertainties and more reliable best-fitting model (Fig. 12a and b). Overall, Vp PPDs for three datasets contains generally narrower, distinct and highly peaks PPDs relative to two datasets. Likewise, Vs PPD in the case of two datasets are broad having multiple peaked high probability regions (layers at ~30 km, ~60 km, ~80 km, ~90 km and ~120 km) in comparison to three datasets (Fig. 12c and d). These evidences confirms that jointly modeling three datasets produces well constrained, more unique and more reliable solution for velocity profiles in comparison to two datasets. Likewise, PPDs for Vp and Vs are also estimated for seismic station BOKR where Vp PPD shows that all layers contain single, distinct and peaked high probability red color region which indicates that almost all layers (except layers at the depths of ~100 km and ~110 km from the surface) have been identified with smaller uncertainties (Fig. 14a). Similarly, Vs PPD shows that all layers are comparatively narrowly peaked associated with higher constraints and more unique (except layers at the depths of ~30 km, ~80 km and ~130 km from the surface) (Fig. 14b).

5. Conclusions

We use joint modeling technique to infer the crustal thickness, shear and compressional wave velocity structure of the eastern part of Chhotanagpur Plateau (EPCP) of Stable Continental Peninsular Region (SCPR). The complementary constraints of dissimilar datasets such as Ps, Sp receiver functions and Rayleigh wave group velocity dispersion curves are used to obtain best fitting Vp and Vs models via Very Fast Simulated Annealing (VFSA). We use high quality teleseismic earthquake waves’ waveforms (5.5 ≤ M ≤ 8.0) recorded at two seismic stations ISM and BOKR located in Dhanbad and Bokaro, respectively. We divided our optimization procedure in two parts to find the best fitting models and associated uncertainties in terms of Posterior Probability Density (PPD) functions. Our results indicate that on an average the eastern part of Chhotanagpur plateau which is mostly composed of Granite Gneiss Complex with high heat flow is characterized by the thick crust. We observe that Poisson’s ratios of 0.30 and 0.29 for ISM and BOKR which are larger than global average (i.e. > 0.25). These higher values of Poisson’s ratios may indicate the presence of mafic rocks and partial melts in lower crust of EPCP. For ISM station, Vp and Vs vary between 3.3 km/s–4.8 km/s and 6.1 km/s–8.4 km/s, respectively, from surface to the depth of ~150 km. We observe that Vp and Vs ranges between ~6.2 km/s to ~8.3 km/s and ~3.2 km/s to ~4.6 km/s, respectively, for seismic station BOKR. Our results reveal that the crust is relatively thicker than the central part of the Indian Shield which may be due to down-warping of the mantle. A confirmatory test is also performed where PPDs computed from modeling of two datasets (i.e. Ps and Sp receiver functions) and three datasets (i.e. Ps and Sp receiver functions and Rayleigh wave group velocity dispersion curves) are compared. This test proves that PPDs from all datasets generally show single, distinct and peaked high probability region in contrast to two datasets where relatively broad, multiple peaked PPDs are observed. It confirms that jointly modeling three datasets produces well constrained, more unique and more reliable solution for velocity profiles in comparison to two datasets.
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